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## From binomial to normal

- In this lecture we introduce the normal distribution.
- It is commonly used in statistics. We could introduce as a distribution in its own right. But it is instrumental in statistics. Thus we motivate its existance through the binomial distribution (which pre-dates the normal distribution).
- We show that binomial distribution "converges" for a large sample size. This mean the shape of the binomial looks more and more like the normal as the sample size grows.
- This is because the binomial distribution is the sum of binary random variables, where $S_{n}=X_{1}+\ldots+X_{n}$, this is the number of successes in $n$ "trials".
- Through a series of plots, we will illustrate the effect of the central limit theorem.


## Reminder: The z-score (Lecture 4, slide 21)

- To measure the relative distance of an observation from its mean we calculate the z-score.
- For example, suppose the mean iron level in a blood sample is 20. The reading of patient of being 14 means nothing. All we can say is that it six less than the mean, but we know nothing else. But the standard deviation gives extra information. If the standard deviation of the blood sample is 8 , then the relative distance is

$$
z=\frac{\text { observation }- \text { mean }}{\mathrm{s} \cdot \mathrm{~d}}=\frac{14-20}{8}=-\frac{3}{4} .
$$

The z-score tells us how close the observation to a "normal" reading. The z-score is an important transformation in statistics.

## The mean and standard deviation of a binomial

Example 1: $\mathbf{n}=\mathbf{4}$ and $\mathbf{p}=\mathbf{0} .2$ Probabilities and plot of $S_{4}$

$$
\begin{aligned}
& P\left(S_{4}=0\right)=(0.8)^{4}, \quad P\left(S_{4}=1\right)=4 \times(0.8)^{3} \times(0.2) \\
& P\left(S_{4}=2\right)=6 \times(0.8)^{2} \times(0.2)^{2}, \quad P\left(S_{4}=3\right)=4 \times(0.8)^{1} \times(0.2)^{3} \\
& P\left(S_{4}=4\right)=(0.2)^{4}
\end{aligned}
$$

| Distribution | Binomial |
| :--- | :--- |
| Parameters |  |
| P(Success) | 0.2 |
| N | 4 |
|  |  |

Type of Calculation
D Input values and calculate probability
Input probability and calculate values


- The plot must have a center and spread, therefore it has a mean and a variance.
- The mean is $4 \times 0.2$. This makes sense, in 4 trials the average number of successes will be $20 \%$ of 4 .
- The corresponding standard deviation $\sqrt{4 \times 0.2 \times(1-0.2)}$. Remember this is the "average distance of $S_{n}$ " from the mean 4 .


## Example 2: $\mathrm{n}=50$ and $\mathrm{p}=0.2$

- Suppose there are 50 exam questions. There is $20 \%$ getting one correct. The score is $S_{n}$ and $S_{n} \sim \operatorname{Bin}(50,0.2)$.
- The average number of questions one will correctly answer is $20 \%$ of 50 $=0.2 \times 50=10$ (formula mean $=n \times p$ ).
- The variation is measured with a standard deviation. The variation for more score (or standard deviation) is $s=\sqrt{50 \times 0.2 \times 0.8}=\sqrt{8}$.

- The distribution is not exactly symmetric. But one can say at around 10 it is close to symmetric.

- The only difference between this example and the previous example is that $n=4$ changed to $n=50$.


## Example 3: $\mathrm{n}=50$ and $\mathrm{p}=0.5$

- Suppose now the exam is a true or false exam. The probability of getting a question correct by randomly guessing is $50 \%$. There are 50 questions on the exam. If the student only guesses, their grade is random and follows a $\operatorname{Bin}(50,0.5)$.
- We are interested in the score out of 50 , which is $S_{50} \sim \operatorname{Bin}(50,0.5)$ (the number of successes out of 50 ).
- If the student guesses the average grade is $50 \times 0.5=25$.
- The standard deviation of the grade is standard deviation $\sqrt{50 \times 0.5 \times 0.5}=\sqrt{12.5} \approx 3.5$.
- The distribution is symmetric about the mean, 25 . This is because $p=0.5$, so there is an equal chance of the score being above or below the mean.

- Input values and calculate probability

Input probability and calculate values
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Summary $p=0.2, n=4,50,200,1000$


Summary $p=0.5, n=4,25,50,100$
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## Binomial $p=0.05$ for various $\mathbf{n}$




## A comparison of the plots

- When $n$ (number of experiments) is small, some of the binomial distributions are symmetric (if $p=1 / 2$ ) and some are not symmetric and are skewed (if $p \neq 1 / 2$ ).
- But as $n$ grows, the center of the distribution gets more and more symmetric (regardless of whether $p=1 / 2$ or not).
- However, the closer $p$ is to zero or one the binomial will be highly skewed.
- The closer $p$ is to zero or one, the larger $n$ will have to be to see the "symmetry" and it won't be symmetric in the tails.
- We illustrate this by plotting the z-transform for different Binomial distributions.


## Making a binomial plot $\operatorname{Bin}(n=50, p=0.4)$

- Go to Cols $>$ New Columns.... Make the first column with the counts (from 0 to 50).

- To make the second column with the probabilities for each count. Go to Cols $>$ New Columns.... again.


But ensure in Column properties you choose the formula option. Once you do this another window will pop up. This is given in the screen shot on the next page.

- Choose Discrete Probability (far left of new box) and the Binomial Probability (not Binomial distribution). In the Binomial probability first place the chance of a success (in this example it is 0.5 ). Then place the number of trials (in this case it is 50 , since $S_{50} \in\{0,1, \ldots, 50\}$ ) and finally highlight the variable $X$ in the first column and drag it over to the Binomial. This will be all the outcomes it evaluates the binomial distribution.

- We create a third column, where we transform the outcomes using the

$$
z=\frac{\text { outcome }- \text { mean }}{\mathrm{s.d}}=\frac{X-(50 / 2)}{\sqrt{50 / 4}}
$$



- Finally we plot the $z$-transformed data against their binomial probabilities


## The z-transform of $\operatorname{Bin}(50, p=0.5)$



- We observe the distribution is symmetric with a certain "bell shapedness".
- The interesting fact is that as long as $n$ is chosen sufficiently large no matter what $p$ we start with we will always end up with a similar curve.

The z-transform of $\operatorname{Bin}(50, p=0.5)$ and $\operatorname{Bin}(50, p=0.2)$


- The above are the $z$-transforms of the $\operatorname{Bin}(50,0.5)$ (left) and $\operatorname{Bin}(50,0.2)$ (right).
- There is still a clear skew in $\operatorname{Bin}(50,0.2)$, but it is "close" to symmetric.


## The plots and the central limit theorem

- The original data is binary (this not even a continuous distribution). The outcomes are either zeros or ones. In terms of notation we observe

$$
X_{i} \in\{0,1\}
$$

- But the sums of the binary data

$$
S_{n}=\sum_{i=1}^{n} X_{i}
$$

this is clearly taking on a unique shape as $n$ gets large.

- It is the action of summing or averaging that gives the resulting variable this unique shape.
- The unique shape that we see is the normal distribution.


## The normal distribution

- It can describe quite well the distribution of random variables of some random variables (but not many).
- Its main application is that it has the elegant property that it describes well the distribution of sample means and sums (we have just seen this in the binomial example)
- The normal distribution is a family of densities which are different but have certain characteristics in common.
- It is completely characterised by two parameters, the mean, $\mu$ and standard deviation $\sigma$.


## The mean and standard deviation




## The distribution of heights




Fit the distribution to female human, male human, chimp and giraffe.

## z-scores and probabilities

- Suppose the mean weight of healthy calves is 142 pounds and standard deviation is 17 pounds.
- You are presented with a 95 pound baby calf.
- Using the z -score/z-transform (see lecture 4 )

$$
z=\frac{95-142}{17}=-2.76
$$

the calf is -2.76 standard deviations from the mean.

- -2.76 is several standard deviations and we know that the majority of calves lie within one or two standard deviations of the mean.
- Thus a 95 pound calf is quite a rare occurrence amongst healthy calves.
- To find out how rare we need to calculate its percentile.
- A percentile calculation requires a distribution. The weights of baby animals tend to be normal. Thus we assume that the weight of a healthy calf is normally distributed with mean 142 and standard deviation 17.
- Using the z-transform we can calculate the probability.


## The standard normal - page 1090 of Longnecker and Ott

- The normal tables give the probabilities $P(Z<z)$ in the special case $Z \sim N(0,1)$ (the so called standard normal):
- mean is zero $(\mu=0)$
- variance is one $\sigma^{2}=1$ (and standard deviation is $\sigma=1$ ).
- Look at the normal tables. Suppose we want to use it to evaluate the $P(Z<b)$. The two sides of the table give together $b$, the inside of the table yields the probability $P(Z<b)$.
- Suppose we want to evaluate $P(Z \leq-2.76)$, since $-2.76=-2.7-0.06$, the first column gives the -2.7 values and first row gives the -0.06 value. We find the -2.7 and -0.06 values and locate the value in the inside of the table where this column and row intersect.
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- This intersection point is the probability, that is $P(Z \leq-2.76)=$ $0.0029=0.29 \%$.

- The area under the graph is the probability, which corresponds to the value given in the table.


## The little calf

- A calf of 95 pounds is

$$
z=\frac{95-142}{17}=-2.76
$$

is -2.76 standard deviation less than the mean of healthy calves. This immediately suggests that the weight is unusual amongst healthy calves.

- If we can assume normality of calf weights, then amongst healthy calves the calf is in the $0.29 \%$ percentile. This means she is very light for a healthy calve.
- There are two possible explanations for her height. She is simply an "unusual" healthy calf, or her low weight may indicate an underlying medical issue.


## Examples - standard normal

If the random variable is normal, then the z-transform/z-score transforms the normal distribution to one particular normal distribution which has mean zero and variance $1 \mathrm{~N}(0,1)$. This is often called a standard normal. For $Z \sim N(0,1)$ evaluate (always plot the distribution)
(a) Evaluate $P(0.6<Z \leq 1.3)$.
(b) (i) $P(Z \leq-1.1)$, (ii) $P(Z \leq 0.6)$, (iii) $P(Z \leq 3.0)$, (iv) $P(Z \leq-2.12)$.
(c) How to interprete $P(Z \leq-1.1)$ and $P(Z \leq 3.0)$ ?
(d) (i) $P(Z>-1.1)$, (ii) $P(Z>0.6)$, (iii) $P(Z>3.0)$, (iv) $P(Z>-2.12)$.
(e) (i) $P(-1.1<Z \leq 0.6)$, (ii) $P(-2.12<Z \leq 3.0)$, (iii) $P(-2.12<Z \leq$ $0)$
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## Calculating probabilities in JMP

Go to Distribution Calculator (follow the same instructions given in lecture 7). Select the normal distribution. Put in the correct mean and standard deviation.



