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#### Abstract

Functional data analysis has become an important area of research because of its ability of handling high-dimensional and complex data structures. However, the development is limited in the context of linear mixed effect models and, in particular, for small area estimation. The linear mixed effect models are the backbone of small area estimation. In this article, we consider area-level data and fit a varying coefficient linear mixed effect model where the varying coefficients are semiparametrically modelled via B-splines. We propose a method of estimating the fixed effect parameters and consider prediction of random effects that can be implemented using a standard software. For measuring prediction uncertainties, we derive an analytical expression for the mean squared errors and propose a method of estimating the mean squared errors. The procedure is illustrated via a real data example, and operating characteristics of the method are judged using finite sample simulation studies.
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## 1. Introduction

The word 'small area' or 'small domain' generally defines a sub-population in a small geographical region or by age-sex-race categorized within a large population. The parameter of interest could be the total or mean of a variable of interest for the sub-populations. The need for reliable small area estimates is felt by many agencies, both public and private, for making useful policy decisions, for example, the small area statistics being used to monitor socio-economic and health condition for different age-sex-race groups or the pattern over small geographical areas. Thus, the small area estimation and the statistical techniques therein have become a topic of growing importance in recent years. The aim of this paper is to propose a method of estimating the sub-population mean and estimating the corresponding mean squared error (MSE) using a varying coefficient model based on aggregated data.
It is now widely recognized that the direct survey estimates for small areas are usually unreliable, being accompanied with large standard errors and large coefficients of variations. Therefore, it is necessary to use models, either explicit or implicit, to connect the small areas, and to obtain estimates of improved precision by 'borrowing strength' from related areas. This estimation is usually performed by using shrinkage estimators where the direct survey estimates are shrunken towards the regression mean. The technique can also be viewed as a smoothing technique where regression is being used as the smoother. The survey-based direct small area estimates and their variance estimates are the main ingredients to build aggregate-level small area models. Typical modelling strategy assumes that the sampling variances are known while a suitable linear regression model is assumed for the means. The fundamental of small area
estimation can be found in the works of Ghosh \& Rao (1994), Pfeffermann (2002), Rao (2003) and Datta \& Ghosh (2012).

While most research in small area estimation is focused on cross-sectional data, there are many surveys that are repeated over time. Therefore, intuitively, more precise small area estimates can be obtained by borrowing information not only across small areas but also across time. Previous research on small area estimation by combining cross-sectional and time series data includes Pfeffermann \& Burck (1990), Rao \& Yu (1994), Ghosh et al. (1996), Datta et al. (1999), Datta et al. (2002) and Bell (2012). These research extended the linear parametric models developed for cross-sectional data to accommodate time series nature of data by modifying the area-specific random effect assumption. The modifications are generally adding an area adjusted time-specific random effects with a simple time series model, such as an $\operatorname{AR}(1)$ or a random walk model. However, none of these articles considered varying coefficient models in the context of small area estimation.

The purpose of this article is to develop functional regression models for small area estimation that combines time series and cross-sectional data. Functional data is an active area of research for analysing high-dimensional data. Typically, a functional data consists of several functions or curves sampled on a fine grid. Functional models are well suited when the regression surfaces are not easy to express in a simple parametric form. This technique has been increasingly popular for growth curve models and longitudinal data analysis. One of the aspects of functional data analysis is to combine multiple observations across the curves. This is in spirit of small area estimation methodology where we combine information across areas, and an area, in our context, is represented by a curve observed at multiple time points. Thus, this article is connecting functional data analysis to small area estimation research.

In real small area applications, the data are recorded in some prespecific discrete time points despite being outcome of a (approximated) continuous time process. For example, consider the unemployment data that are usually reported quarterly or monthly. However, the actual process changes in much finer timescale. The top left part of Fig. 1 shows the quarterly unemployment rate for all the US states over a period from 2001 to 2011. For policymaking, an interest could be estimating the state profiles of quarterly unemployment rates. The figure indicates that (i) the statewise quarterly unemployment rate profiles are not linear and (ii) there is a variation among the curves and also among the state averages over time, and these are common characteristics of functional data. For a general description and the methodology of functional data analysis, we refer to Ramsay \& Silverman (2005), Ferraty \& Vieu (2006) and Guo (2002). Additionally, Morris \& Carroll (2006) provided an excellent review of functional regression in the context of linear mixed models.

Our approach is to consider a varying coefficient linear regression model for each area. Within an area, the regression coefficients are assumed to be a smooth function of time. Hoover et al. (1998) introduced the idea of varying coefficient linear regression model, and it is a special case of functional linear model as discussed in the work of Ramsay \& Silverman (2005). In our context, the curves over different small areas are combined through random effects to borrow strength. Our random effects distribution is more general and flexible compared with that used in existing small area estimation literature. In particular, our model can handle a general stationary covariance function, which includes AR(1), heteroskedastic AR(1) or random walk models.

In the functional data context, we first reduce the dimension of the curves (varying coefficients) by approximating them using a semiparametric method. There are several approaches to approximate the curves semiparametrically. For example, Ramsay \& Silverman (2005) and Guo (2002) used smoothing splines, and Morris \& Carroll (2006) used wavelet basis. However, we model the curves as a linear combination of $B$-spline basis functions for flexible smoothing,
and these basis functions are computationally more stable (Eilers \& Marx, 1996). The semiparametric modelling is not common in small area estimation context, although the approach is quite popular in other areas of statistics. Opsomer et al. (2008) used a penalized regression splines for small area estimation in the context of cross-sectional data. Their model is a semiparametric extension of the Battese, Harter \& Fuller (1988) model. Briefly, they modelled the mean of the response conditional on the covariate using a penalized regression model. Unlike ours, they considered neither the time-course data nor a combination of time-series and crosssectional data. Finally, but most importantly, we derive an analytical expression for the MSE of prediction and derive a consistent estimator of this MSE. In this context, we deduce several theoretical results that are new in the context of functional data analysis and small area estimation. Note that Das et al. (2004) derived theoretically valid mean squared prediction error under a general linear mixed model. However, our theoretical results cannot be directly derived from Das et al. (2004), as the parameter characteristics in our model are different compared with standard linear mixed models and consequently the model estimation requires separate theoretical developments. Some of the other recent non/semiparametric small area estimation research includes Pratesi et al. (2008), Salvati et al. (2010, 2011), Giusti et al. (2012), Ugarte et al. (2009) and Militano et al. (2012). However, our approach is different from these works in terms of implementation and theoretical validation.

The remainder of the paper is organized as follows. Section 2 contains the functional linear small area models with flexible covariance structure. Section 3 contains the proposed method of estimation, while prediction and MSE calculations are collected in Section 4. The finite sample performance of the proposed method is judged via simulation studies, and the details are given in Section 5. Section 6 contains a real data example followed by a discussion given in Section 7. All technical details are collected to an online supporting information.

## 2. Models and assumptions

Let $\left\{Y_{i}\left(t_{j}\right), X_{i 1}\left(t_{j}\right), \ldots, X_{i p}\left(t_{j}\right)\right\}$ be the observed data at time points $t_{1}, \ldots, t_{m} \in[0, \tau]$ and for $i=1, \cdots, n$. Here, $Y$ denotes the response, and $X$ 's denote the covariates. In the small area context, $i$ stands for area, and $t_{j}$ 's are time points when the response variable and covariates are observed. Our proposed model is

$$
\begin{equation*}
Y_{i}(t)=\beta_{i 0}(t)+\sum_{k=1}^{p} X_{i k}(t) \beta_{i k}(t)+\epsilon_{i}(t) \tag{1}
\end{equation*}
$$

where $\beta_{i 0}(t)$ is the time-varying intercept and $\beta_{i 1}(t), \ldots, \beta_{i p}(t)$ are the time-varying regression coefficients for the $p$ time-varying covariates. Most models in small area estimation assume a constant slope parameter with respect to time and space except Pfeffermann \& Burck (1990) who considered a general state-space model for the regression coefficients. However, their model is fully parametric and for discrete time points, and thus, it is not applicable in our functional regression context. Following the mixed model literature, we break the regression coefficients as

$$
\beta_{i 0}(t)=\beta_{0}(t)+U_{i 0}(t), \beta_{i k}(t)=\beta_{k}(t)+U_{i k}(t), k=1, \ldots, p
$$

where $\beta_{k}(t)$ is the deterministic component of the area-specific function $\beta_{i k}(t)$, capturing the common mean, and $U_{i k}(t)$ are the area-specific time-varying random effects, measuring the deviation from the common mean, for $k=0,1, \ldots, p$. Here, $\epsilon_{i}(t)$ denotes the sampling error associated with area $i, i=1, \ldots, n$. This type of break-up (one deterministic and one random) is commonly used in shrinkage estimation (Datta \& Ghosh, 2012) and in related applications, like in geostatistics (Cressie \& Wikle 2011). Following the standard customs (Rao, 2003),
we assume that $\left(\epsilon_{i}\left(t_{1}\right), \ldots, \epsilon_{i}\left(t_{m}\right)\right)$ follows an $m$-variate normal distribution with mean zero and known covariance $\Omega_{i}$. The random effect $U_{i k}(t)$ is assumed to be a Gaussian process with mean zero and stationary covariance function $\operatorname{cov}\left\{U_{i k}(t), U_{i k}(s)\right\}=\Sigma_{u_{i} k}(|t-s|)$. In this paper, we assume $\Sigma_{u_{i} k}(|t-s|)$ is independent of $i$ and known up to a $(q+1)$-dimensional parameter vector $\theta_{k}$. Hence, we write the covariance function as $\Sigma_{u k}:=\Sigma_{k}\left(|t-s| ; \theta_{k}\right)=$ $\psi_{k} A_{m}\left(\rho_{k}\right)$, for $k=0,1, \ldots, p$ with $\theta_{k}=\left(\psi_{k}, \rho_{k}^{T}\right)^{T}$, where $\psi_{k}$ is a scalar and $\rho_{k}$ is a $q$ dimensional vector, and $A_{m}$ is a correlation matrix. This structure of the covariance is quite general. For example, a commonly used isotropic covariance function is the exponential function with $\Sigma_{k}\left(t ; \theta_{k}\right)=\psi \exp (-\rho t)$, where $\theta_{k}=(\psi, \rho)^{T}$, and this covariance function can be written as the product of variance function and correlation functions. Recently, Bell (2012) mentioned several parametric models for the covariance matrix $\Sigma_{k}\left(t ; \theta_{k}\right)$ in the context of multivariate random intercept Fay-Herriot model that includes the stationary $\operatorname{AR}(1)$, heteroskedastic $\operatorname{AR}(1)$ and random walk $\operatorname{AR}(1)$ processes, and these covariances are special cases of our general covariance function.

## 3. Estimation methodology

Note that in the small area estimation, the main interest is in prediction of small area-specific parameters, which in turn requires prediction of random effects and estimation of the deterministic functional regression coefficients $\beta_{0}(\cdot), \beta_{1}(\cdot), \ldots, \beta_{p}(\cdot)$. Our objective is to develop a method that can exploit the well-established linear mixed model machinery and hence will be simple from practitioners' perspective. We assume that the regression functions belong to a normed space of continuous functions with finite $(d-1)$ th derivatives. This assumption allows us to write $\beta_{0}, \beta_{1}, \ldots, \beta_{p}$ as a linear combination of several $d$ th-degree B -spline basis functions, that is,

$$
\beta_{k}(t)=\sum_{\ell=1}^{L} B_{\ell, d}(t) b_{k \ell}, k=0,1, \ldots, p,
$$

where $B_{1, d}(\cdot), \ldots, B_{L, d}(\cdot)$ are $L$ B-spline bases based on $L$ knot points ( $\tau_{1} \leq \tau_{2} \ldots \leq \tau_{L}$ ). The $d$ th-degree spline basis is defined as $B_{\ell, d}(t)=\left(t-\tau_{\ell}\right) B_{\ell, d-1}(t) /\left(\tau_{\ell+d-1}-\tau_{\ell-1}\right)+$ $\left(\tau_{\ell+d}-t\right) B_{\ell+1, d-1}(t) /\left(\tau_{\ell+d}-\tau_{\ell}\right)$, and $B_{\ell, 0}(t)=I\left(t \in\left(\tau_{\ell-1}, \tau_{l}\right)\right)$. Then writing $b_{k}=\left(b_{k 1}, \ldots, b_{k L}\right)^{T}$, for $k=0,1, \ldots, p, Z_{i}^{(0)}(t)=\left(B_{1, d}(t), \ldots, B_{L, d}(t)\right)^{T}$, and $Z_{i}^{(k)}(t)=$ $\left(B_{1, d}(t) X_{i k}(t), \ldots, B_{L, d}(t) X_{i k}(t)\right)^{T}, k=1, \ldots, p$, model (1) becomes

$$
\begin{equation*}
Y_{i}(t)=\sum_{k=0}^{p} b_{k}^{T} Z_{i}^{(k)}(t)+U_{i 0}(t)+\sum_{k=1}^{p} X_{i k}(t) U_{i k}(t)+\epsilon_{i}(t) . \tag{2}
\end{equation*}
$$

In order to avoid subjective choice of the knot points, usually moderately large number of knot points are chosen within $[0, \tau]$. Then the parameters $b_{k \ell}, \ell=1, \ldots, L, k=0,1, \ldots, p$ are estimated by maximizing a penalized likelihood to avoid overfitting. The main idea is that the regression functions should be smooth, meaning one should associate a penalty for large curvature that is measured via $\left(\Delta_{2} b_{k}\right)^{T}\left(\Delta_{2} b_{k}\right)$, for the $k$ th coefficient, $\beta_{k}(t)$, where $\Delta_{2}$ represents the matrix of the second-order finite differences (Eilers \& Marx, 1996). In particular, the $l$ th row of $\Delta_{2} b_{k}$ is $b_{k(l+2)}-2 b_{k(l+1)}+b_{k l}$, for $l=1, \ldots,(L-2)$. We shall denote the penalty corresponding to $\beta_{k}(t)$ by $\sigma_{b k}^{2}$. Now, we write the entire model in the linear mixed effect model framework.

For this purpose, we introduce some notations. Let $\Delta_{2}^{T} \Delta_{2}=V S V^{T}$, where $V$ is a matrix of the orthonormal eigenvectors of $\Delta_{2}^{T} \Delta_{2}$ and $S$ is a diagonal matrix containing the eigenvalues
of $\Delta_{2}^{T} \Delta_{2}$ along the diagonal. Particularly, write $S=\operatorname{Diag}\left(\lambda_{L_{1}}, \lambda_{L_{2}}\right)$, where $\lambda_{L_{1}}$ represents the $L_{1}$ large (non-zero) eigenvalues and $V=\left(V_{L_{1}}, V_{L_{2}}\right)$ is the partition corresponding to $\left(\lambda_{L_{1}}, \lambda_{L_{2}}\right)$ with $L_{1}+L_{2}=L$. Define $Y=\left(Y_{1}^{T}, \ldots, Y_{n}^{T}\right)^{T}$, where $Y_{i}=\left(Y_{i}\left(t_{1}\right), \ldots, Y_{i}\left(t_{m}\right)\right)^{T}$; $Z_{F}=\left(Z_{F 1}^{T}, \ldots, Z_{F n}^{T}\right)^{T}$, where $Z_{F i}=\left(Z_{F i}\left(t_{1}\right), \ldots, Z_{F i}\left(t_{m}\right)\right)^{T}, Z_{F_{i}}\left(t_{j}\right)=\left(Z_{i}^{(0)^{T}}\left(t_{j}\right)\right.$ $\left.V_{L_{2}}, Z_{i}^{(1)^{T}}\left(t_{j}\right) V_{L_{2}}, \ldots, Z_{i}^{(p)^{T}}\left(t_{j}\right) V_{L_{2}}\right)^{T} ; b_{F}=\left(b_{0}^{T} V_{L_{2}}, b_{1}^{T} V_{L_{2}}, \ldots, b_{p}^{T} V_{L_{2}}\right)^{T} ; W=\left(Z_{R}\right.$, $\left.M_{0}, M_{1}, \ldots, M_{p}\right)$, where $Z_{R}^{T}=\left(Z_{R_{1}}^{T}, \ldots, Z_{R_{n}}^{T}\right), Z_{R_{i}}=\left(Z_{R_{i}}\left(t_{1}\right), \ldots, Z_{R_{i}}\left(t_{m}\right)\right)^{T}, Z_{R_{i}}$ $\left(t_{j}\right)=\left(Z_{i}^{(0)^{T}}\left(t_{j}\right) V_{L_{1}}, Z_{i}^{(1)^{T}}\left(t_{j}\right) V_{L_{1}}, \ldots, Z_{i}^{(p)^{T}}\left(t_{j}\right) V_{L_{1}}\right)^{T}, M_{0}=I_{m n}, M_{k}=\mathrm{Diag}$ $\left(X_{1 k}^{T}, \ldots, X_{n k}^{T}\right), k=1, \ldots, p ; v=\left(b_{R}^{T}, U_{0}^{T}, U_{1}^{T}, \cdots, U_{p}^{T}\right)^{T}$, where $b_{R}=\left(b_{0}^{T} V_{L_{1}}\right.$, $\left.b_{1}^{T} V_{L_{1}}, \ldots, b_{p}^{T} V_{L_{1}}\right)^{T}, U_{k}=\left(U_{1 k}^{T}, \ldots, U_{n k}^{T}\right)^{T}, U_{i k}^{T}=\left(U_{i k}\left(t_{1}\right), \ldots, U_{i k}\left(t_{m}\right)\right) ;$ and $\Upsilon=$ $\left(\epsilon_{1}^{T}, \ldots, \epsilon_{n}^{T}\right)^{T}$, where $\epsilon_{i}=\left(\epsilon_{i}\left(t_{1}\right), \ldots, \epsilon_{i}\left(t_{m}\right)\right)^{T}$, for $i=1, \ldots, n$. Then we can rewrite the model as

$$
\begin{equation*}
Y=Z_{F} b_{F}+W v+\Upsilon \tag{3}
\end{equation*}
$$

where $E(\Upsilon)=0, \operatorname{cov}(\Upsilon)=\operatorname{Diag}\left(\Omega_{1}, \ldots, \Omega_{n}\right)$, and $E(v)=0, G=\operatorname{cov}(v)=\operatorname{Diag}(\operatorname{cov}$ $\left.\left(b_{R}\right), I_{n} \otimes \Sigma_{u 0}, \ldots, I_{n} \otimes \Sigma_{u p}\right), \operatorname{cov}\left(b_{R}\right)=\operatorname{Diag}\left(\sigma_{b 0}^{2} \operatorname{Diag}\left(\lambda L_{1}^{1}\right), \ldots, \sigma_{b p}^{2} \operatorname{Diag}(\lambda-1)\right)$. Thus, $\operatorname{cov}(Y) \equiv \Sigma=\Sigma(\delta)=\operatorname{Diag}\left(\Sigma_{1}(\delta), \ldots, \Sigma_{n}(\delta)\right)$, where $\Sigma_{i}=\Sigma_{i}(\delta)=Z_{F i}$ $\operatorname{cov}\left(b_{R}\right) Z_{F i}^{T}+\operatorname{cov}\left(U_{i 0}\right)+\sum_{k=1}^{p} \operatorname{Diag}\left(X_{i k}\right) \operatorname{cov}\left(U_{i k}\right) \operatorname{Diag}\left(X_{i k}\right)+\Omega_{i}$ for $i=1, \ldots, n$. For identifiability of $\operatorname{cov}\left(U_{i 0}\right)$, the covariance $\Omega_{i}$ has to be known. Here, $\delta=$ $\left(\sigma_{b_{0}}^{2}, \sigma_{b_{1}}^{2}, \ldots, \sigma_{b_{p}}^{2}, \psi_{0}, \ldots, \psi_{p}, \rho_{0}^{T}, \ldots, \rho_{p}^{T}\right)^{T}$ includes all the variance component parameters of $\Sigma$. The variance components $\psi=\left(\psi_{0}, \ldots, \psi_{p}\right)^{T}$ and $\rho=\left(\rho_{0}^{T}, \ldots, \rho_{p}^{T}\right)^{T}$ are modelinduced variance components due to the covariance of $\left(U_{i 0}, \ldots, U_{i p}\right)^{T}$, whereas the variance components $\left(\sigma_{b 0}^{2}, \sigma_{b 1}^{2}, \ldots, \sigma_{b p}^{2}\right)$ are the penalties for B-splines.

Because (3) represents a linear mixed model, the generalized least square estimator for the fixed effects $b_{F}$ and the best linear unbiased predictors (BLUP) of the random effects are

$$
\left.\begin{array}{rl}
\widehat{b}_{F}(\delta) & =\left\{Z_{F}^{T} \Sigma^{-1}(\delta) Z_{F}\right\}^{-1} Z_{F}^{T} \Sigma^{-1}(\delta) Y,  \tag{4}\\
\widehat{b}_{R}(\delta) & =\operatorname{cov}\left(b_{R}\right) Z_{R} \Sigma^{-1}(\delta)\left\{Y-Z_{F} \widehat{b}_{F}(\delta)\right\}, \\
\widehat{U}_{k}(\delta) & =\operatorname{cov}\left(U_{k}\right) M_{k} \Sigma^{-1}(\delta)\left\{Y-Z_{F} \widehat{b}_{F}(\delta)\right\}, k=0,1, \ldots, p, \\
\widehat{v}(\delta) & =G W^{T} \Sigma^{-1}(\delta)\left(Y-Z_{F} \widehat{b}_{F}\right)
\end{array}\right\}
$$

To simplify notations, we will suppress the dependence on $\delta$ in the previous expressions. Note that the aforementioned estimators and the predictors involve $\Sigma$, a function of unknown $\delta$. The variance components $\delta$ are estimated by restricted maximum likelihood method, that is, by maximizing $L(\delta)=\left|\sum_{i=1}^{n} Z_{F i}^{T} \Sigma_{i}^{-1} Z_{F i}\right|^{-1 / 2} \prod_{i=1}^{n}\left|\Sigma_{i}\right|^{-1 / 2} \exp \left\{-(1 / 2) \sum_{i=1}^{n}\left(Y_{i}-\right.\right.$ $\left.\left.Z_{F} \widehat{b}_{F}\right)^{T} \Sigma_{i}^{-1}\left(Y_{i}-Z_{F} \widehat{b}_{F}\right)\right\}$ with respect to $\delta$. The estimated variance components $\widehat{\delta}$ are then plugged into (4) to obtain $\widehat{b}_{F}\left(\widehat{\delta}_{\delta}\right), \widehat{b}_{R}\left(\widehat{\delta}_{\delta}\right), \widehat{U}_{k}(\widehat{\delta})$ and $\widehat{v}(\delta)$.

Remark 1. Knot selection is an important practical issue in this procedure. Many heuristic procedures are suggested in literature that often work well in many applications. Ruppert et al. (2003) noted that automatic knot selection could be complicated and computationally intensive. One of their recommendations for a non-parametric regression of $Y$ on $X$ is to choose the knots on quantile points of $X$ 's with the approximate number of knots being $L=\min (0.25 \times$ number of unique $X, 35)$.

## 4. Prediction and prediction error

### 4.1. Point prediction

Our objective is to predict $\bar{Y}_{i}\left(t_{m}\right)$, the $i$ th area mean at time point $t_{m}$ conditional on the random effects, and

$$
\bar{Y}_{i}\left(t_{m}\right)=Z_{F i}^{T}\left(t_{m}\right) b_{F}+Z_{R i}^{T}\left(t_{m}\right) b_{R}+U_{i 0}\left(t_{m}\right)+\sum_{k=1}^{p} X_{i k}\left(t_{m}\right) U_{i k}\left(t_{m}\right):=\tilde{l}^{T} b_{F}+\tilde{m}^{T} v
$$

where $\tilde{l}^{T}=Z_{F i}^{T}\left(t_{m}\right)$ and $\tilde{m}^{T}=\left(Z_{R_{i}}^{T}\left(t_{m}\right), e_{i m, 0}^{T}, e_{i m, x_{1}}^{T}, \ldots, e_{i m, x_{p}}^{T}\right)$, with $e_{i m, 0}$ being an $m n \times 1$ column vector of zeros but the $(i m)$ th component is 1 , and $e_{i m, x_{j}}$ being an $m n \times 1$ column vector of zeros but the (im)th component is $X_{i j}\left(t_{m}\right)$, for $j=1, \ldots, p$. Then the BLUP for $\bar{Y}_{i}\left(t_{m}\right)$ is $\widehat{Y}_{i}\left(t_{m} ; \delta\right)=\tilde{l}^{T} \widehat{b}_{F}(\delta)+\tilde{m}^{T} \widehat{v}(\delta)$, and the estimated BLUP (EBLUP) is $\widehat{Y}_{i}\left(t_{m} ; \widehat{\delta}\right)$. The estimators $\widehat{b}_{F}(\delta), \widehat{v}(\delta)$ and $\widehat{\delta}$ are defined in the previous section.

### 4.2. Asymptotic expression for the mean squared error

Assessing the uncertainty of the EBLUP under the linear mixed model is a challenging task. It is well known that there is no closed-form expression for the MSE of the EBLUP. Prasad \& Rao (1990), Das et al. (2004), Kackar \& Harville (1984) and Booth \& Hobert (1998) among others derived the asymptotic expressions for the MSE under parametric models. To simplify the notations, we define the BLUP estimator of $\bar{Y}_{i}\left(t_{m}\right)$ as $t(\hat{\delta})=\widehat{Y}_{i}\left(t_{m} ; \hat{\delta}\right)$. Next, we break up the MSE of $t(\widehat{\delta})($ Kackar \& Harville, 1984) as

$$
\begin{equation*}
\operatorname{MSE}\{t(\widehat{\delta})\}=E\left\{t(\widehat{\delta})-\bar{Y}_{i}\left(t_{m}\right)\right\}^{2}=E\left\{t(\delta)-\bar{Y}_{i}\left(t_{m}\right)\right\}^{2}+E\{t(\widehat{\delta})-t(\delta)\}^{2} \tag{5}
\end{equation*}
$$

The first term on the right-hand side of (5) could be obtained by direct calculation using the moments of the multivariate normal distribution. One of the key steps in obtaining the asymptotic expression for MSE in (5) is to establish an approximation of $E\{t(\widehat{\delta})-t(\delta)\}^{2}$ using the first-order Taylor expansion of $t(\widehat{\delta})$ around $\delta$. Namely, under some regularity conditions, we wish to establish

$$
\begin{equation*}
E\{t(\widehat{\delta})-t(\delta)\}^{2}=E\left\{\frac{\partial t(\delta)}{\partial \delta}(\widehat{\delta}-\delta)\right\}^{2}+o\left(n^{-1}\right) \tag{6}
\end{equation*}
$$

Theorem 3.1 in the work of Das et al. (2004) provides a general approximation of the expression (6) for the MSE of empirical BLUP in a linear mixed effect model. Unfortunately, we are not able to apply their result, because some of the regularity conditions in their theorems do not hold in our model. In particular, we observe that $\widehat{Y}_{i}\left(t_{m}, \delta\right)$ can be written as $\widehat{Y}_{i}\left(t_{m}, \delta\right)=\sum_{k=1}^{n} \sum_{j=1}^{m} a_{k j} Y_{k}\left(t_{j}\right)+\sum_{k=1}^{n} \sum_{j=1}^{m} \zeta_{k j} Y_{k}\left(t_{j}\right)$, where $\left(a_{k 1}, \ldots, a_{k m}\right)=$ $\tilde{l}^{T}\left(\sum_{k=1}^{n} Z_{F_{k}}^{T} \Sigma_{k}^{-1} Z_{F_{k}}\right)^{-1} Z_{F_{k}}^{T} \Sigma_{k}^{-1}, \zeta^{T}(\delta)=\tilde{m}^{T} G W^{T} \Sigma^{-1}:=\left(\widehat{\zeta}_{1}^{T}(\delta), \cdots, \widehat{\zeta}_{n}^{T}(\delta)\right)$, so that $\widehat{\zeta}_{k}^{T}(\delta)=\left(\widehat{\zeta}_{k 1}, \ldots, \widehat{\zeta}_{k m}\right)=Z_{R_{i}}^{T}\left(t_{m}\right) \operatorname{cov}\left(b_{R}\right) Z_{R_{k}}^{T} \Sigma_{k}^{-1}$ for $k \neq i$. If $k=i$, $\widehat{\zeta}_{i}^{T}(\delta)=\left\{Z_{R_{i}}^{T}\left(t_{m}\right) \operatorname{cov}\left(b_{R}\right) Z_{R_{i}}^{T}+\Sigma_{u_{0}}^{(m)}+\sum_{j=1}^{p} X_{i j}\left(t_{m}\right)\left[\Sigma_{u_{j}} \operatorname{diag}\left(X_{i j}\right)\right]^{(m)}\right\} \Sigma_{i}^{-1}$, where $Q^{(m)}$ denotes the $m$ th row of a generic matrix $Q$. Now, condition (iii) of theorem 3.1 in the work of Das et al. (2004) requires that $\sum_{k=1}^{n} \sum_{j=1}^{m}\left|\partial a_{k j} / \partial \delta_{l}\right|$ and $\sum_{k=1}^{n} \sum_{j=1}^{m}\left|\partial \zeta_{i j} / \partial \delta_{l}\right|$ to be bounded, and they do hold if $\operatorname{cov}\left(b_{R}\right)=0$. In our case, $\operatorname{cov}\left(b_{R}\right)$ is not zero, and consequently, $\sum_{k=1}^{n} \sum_{j=1}^{m}\left|\partial \zeta_{i j} / \partial \delta_{l}\right|$ is no longer bounded. Therefore, one of the key assumptions of Das et al. (2004) does not hold here.

For the asymptotic expressions, we introduce some notations. Let $s=(p+1)(q+2)$ be the number of parameters in the variance component $\delta$, and $\mathcal{V}_{l}=\operatorname{diag}\left(\mathcal{V}_{l 1}, \cdots, \mathcal{V}_{l n}\right)$, where $1 \leq l \leq s$ is the index of parameters and $\mathcal{V}_{l}$ is an $m n \times m n$ matrix. The $i$ th $(1 \leq i \leq n)$ block diagonal $m \times m$ matrix component of $\mathcal{V}_{l}$ is

$$
\mathcal{V}_{l i}= \begin{cases}Z_{R_{i}}^{(l)} \operatorname{diag}\left(\lambda_{L_{1}}^{-1}\right) Z_{R_{i}}^{(l)^{T}} & \text { for } 1 \leq l \leq p+1 ; \\ A_{m}\left(\rho_{0}\right) & \text { for } l=p+2 ; \\ \operatorname{diag}\left(X_{i l^{\prime}}\right) A_{m}\left(\rho_{k}\right) \operatorname{diag}\left(X_{i l^{\prime}}\right) & \text { for } p+3 \leq l \leq 2(p+1) \\ & \text { and } k=l-(p+2) ; \\ \partial A_{m}\left(\rho_{0}\right) / \partial \rho_{0, l^{\prime}} & \text { for } 2(p+1)+1 \leq l \leq 2(p+1)+q ; \\ & \text { and } l^{\prime}=l-2(p+1) ; \\ \operatorname{diag}\left(X_{i l^{\prime}}\right)\left(\partial A_{m}\left(\rho_{k}\right) / \partial \rho_{k, l^{\prime}}\right) \operatorname{diag}\left(X_{i l^{\prime}}\right) & \text { for } 2(p+1)+(k-1) q+1 \leq l \leq 2(p+1)+k q, \\ & 2 \leq k \leq p+1 \text { and } l^{\prime}=l-2(p+1)+(k-1) q,\end{cases}
$$

where $Z_{R_{i}}^{(l)}=\left(Z_{R_{i}}^{(l)}\left(t_{1}\right), \ldots, Z_{R_{i}}^{(l)}\left(t_{m}\right)\right)^{T}$ is an $m$-dimensional column vector, $\rho_{k, l^{\prime}}$ is the $l^{\prime}$ th component of $\rho_{k}$ and $l^{\prime}$ is used to index the components in the $q$-dimensional variance component vector $\rho_{k}$. Define $D=I-Z_{F}\left(Z_{F}^{T} \Sigma^{-1} Z_{F}\right)^{-1} Z_{F}^{T} \Sigma^{-1}$ and $P=\Sigma^{-1} D$. Let $\nabla \zeta=\left[\partial \zeta(\delta) / \partial \delta_{1}, \ldots, \partial \zeta(\delta) / \partial \delta_{S}\right]^{T}$ and $\eta=A^{-1} h$, where $l(\delta)=\log \{L(\delta)\}, A=$ $E\left\{\partial^{2} \ell(\delta) / \partial \delta^{2}\right\}=\left\{-0.5 \operatorname{tr}\left(P \mathcal{V}_{k_{1}} P \mathcal{V}_{k_{2}}\right)\right\}_{1 \leq k_{1}, k_{2} \leq s}$ is an $s \times s$ matrix and $h=\left(h_{1}^{T}, \ldots, h_{s}^{T}\right)^{T}$, $h_{i}=\left\{\tilde{l}^{T}-\zeta^{T}(\delta) Z_{F}\right\}\left(Z_{F}^{T} \Sigma^{-1} Z_{F}\right)^{-1} Z_{F}^{T}\left(\partial \Sigma / \partial \delta_{i}\right) D+\left\{\partial \zeta(\delta) / \partial \delta_{i}\right\} D$. Next, to establish (6) for our model, we assume that the following regularity conditions hold.
(a) The elements of $Z_{R}$ and $Z_{F}$ are uniformly bounded, and $n^{-1} \sum_{i=1}^{n} Z_{F_{i}}^{T} \Sigma_{i}^{-1} Z_{F_{i}}=$ $O_{p}(1)$.
(b) The smallest and largest eigenvalues of $\Sigma_{i}, \quad \partial \Sigma_{i} / \partial \delta_{j}, \quad \partial^{2} \Sigma_{i} / \partial \delta_{j} \partial \delta_{k}$, $n^{-1} \sum_{i=1}^{n} Z_{F_{i}}^{T} \Sigma_{i}^{-1} Z_{F_{i}}, n^{-1} \sum_{i=1}^{n} Z_{F_{i}}^{T}\left(\partial \Sigma_{i} / \partial \delta_{j}\right) Z_{F_{i}}$ and $n^{-1} \sum_{i=1}^{n} Z_{F_{i}}^{T}\left(\partial^{2} \Sigma_{i} /\right.$ $\left.\partial \delta_{j} \partial \delta_{k}\right) Z_{F_{i}}$ are uniformly (for all $1 \leq i \leq n$ ) bounded away from 0 and infinity.
(c) $A_{m}\left(\rho_{k}\right)$ has bounded second derivatives with respect to $\rho_{k, l^{\prime}}$ for $1 \leq l^{\prime} \leq q$.
(d) The eigenvalues $\lambda_{L_{1}}^{-1}=o\left(n^{-1 / 2}\right)$.

Condition (a) is similar to the condition given in the work of Prasad \& Rao (1990). Condition (b) can be easily satisfied because all the matrices are of fixed $m \times m$ dimension. Condition (c) is a mild condition on smoothness of $A_{m}\left(\rho_{k}\right)$ with respect to the parameters in $\rho_{k}$. Condition (d) is used to guarantee that the higher-order terms in the Taylor expansion in (5) are of order $o\left(n^{-1}\right)$. In lemma 4 in the Supporting Information, we establish (6) under conditions (a)-(d). This result is one of the key steps in proving the following theorem that summarizes the MSE of $t(\widehat{\delta})$.

Theorem 1. Under conditions $(a)-(d)$, the MSE of the predictor $t(\widehat{\delta})=\widehat{Y}_{i}\left(t_{m}, \widehat{\delta}\right)$ is

$$
\begin{equation*}
\operatorname{MSE}\{t(\widehat{\delta})\}=g_{1}(\delta)+g_{2}(\delta)+g_{3}(\delta)+g_{4}(\delta)+o\left(n^{-1}\right) \tag{7}
\end{equation*}
$$

where $g_{1}(\delta)=\tilde{m}^{T}\left(G-G W^{T} \Sigma^{-1} W G\right) \tilde{m}, \quad g_{2}(\delta)=\left(\tilde{l}-Z_{F}^{T} \Sigma^{-1} W G \tilde{m}\right)^{T}$ $\left(Z_{F}^{T} \Sigma^{-1} Z_{F}\right)^{-1}\left(\tilde{l}-Z_{F}^{T} \Sigma^{-1} W G \tilde{m}\right), \quad g_{3}(\delta)=-\operatorname{tr}\left(\nabla \zeta \Sigma \nabla \zeta^{T} A^{-1}\right)$ and $g_{4}(\delta)=$ $4 \sum_{j=1}^{s} \sum_{l=1}^{s} \eta_{j}^{T} \Sigma\left(P \mathcal{V}_{j} P \mathcal{V}_{l} P+P \mathcal{V}_{l} P \mathcal{V}_{j} P\right) \Sigma \eta_{l}$.

Note that this MSE expression is different from those derived for the longitudinal model (Prasad \& Rao, 1990; Datta \& Lahiri, 2000). There are two important differences. First, unlike longitudinal models, all areas share the same random effects $b_{R}$. Then, $W$ in (3) cannot be
written as a block diagonal matrix (Prasad \& Rao, 1990; Datta \& Lahiri, 2000), and consequently, the coefficient vector $\zeta(\delta)$ corresponding to the random effects in the prediction is no longer a sparse vector. By sparsity of a vector, we refer to the scenario where many components are 0 and only a few of them are non-zero. Sparsity of $\zeta(\delta)$ is crucial in showing that the $g_{4}(\delta)$ is a smaller order of $n^{-1}$ (see Prasad \& Rao, 1990, and the proof in their Appendix). Second, unlike the assumptions made in previous work (Datta \& Lahiri, 2000; Das et al., 2004), the variance components in $G$ are not linear in parameters $\rho_{0}, \ldots, \rho_{p}$. Now, we outline the main steps in the proof of Theorem 1.

Proof of theorem 1: Using a standard computation (Das et al., 2004), we have $\operatorname{MSE}\{t(\delta)\}=$ $g_{1}(\delta)+g_{2}(\delta)$. Combining with (5), we obtain

$$
\begin{equation*}
\operatorname{MSE}\{t(\widehat{\delta})\}=g_{1}(\delta)+g_{2}(\delta)+E\{t(\widehat{\delta})-t(\delta)\}^{2} \tag{8}
\end{equation*}
$$

Next, using lemmas 3 and 4 given in the Supporting Information, $E\{t(\widehat{\delta})-t(\delta)\}^{2}=$ $E[\{\partial t(\delta) / \partial \delta\}(\widehat{\delta}-\delta)]^{2}+o\left(n^{-1}\right)=E\left\{h^{T}(\widehat{\delta}-\delta)\right\}^{2}+o\left(n^{-1}\right)=E\left(h^{T} A^{-1} a\right)^{2}+o\left(n^{-1}\right)$, where $h$ and $A$ are defined before, $a=\partial \ell(\delta) / \partial \delta:=\left(a_{1}, \cdots, a_{s}\right)^{T}$ with $a_{i}=\partial \ell(\delta) / \partial \delta_{i}=$ $(1 / 2)\left\{\epsilon^{T} P \mathcal{V}_{i} P \epsilon-\operatorname{tr}\left(P \mathcal{V}_{i}\right)\right\}$ and $\epsilon=Y-Z_{F} b_{F}$. Therefore, by lemma A. 2 in Prasad \& Rao (1990), we know

$$
\begin{align*}
E\left(h^{T} A^{-1} a\right)^{2} & =-\operatorname{tr}\left(h \Sigma h^{T} A^{-1}\right)+4 \sum_{j=1}^{s} \sum_{l=1}^{s} \eta_{j}^{T} \Sigma\left(P \mathcal{V}_{j} P \Sigma P \mathcal{V}_{l} P+P \mathcal{V}_{l} P \Sigma P \mathcal{V}_{j} P\right) \Sigma \eta_{l} \\
& =-\operatorname{tr}\left(h \Sigma h^{T} A^{-1}\right)+g_{4}(\delta) \tag{9}
\end{align*}
$$

Notice that $h_{j}=h_{j}^{(0)}+\partial \zeta(\delta) / \partial \delta_{j}$, where $h_{j}^{(0)}=\left\{\tilde{l}^{T}-\zeta^{T}(\delta) Z_{F}\right\}\left(Z_{F}^{T} \Sigma^{-1} Z_{F}\right)^{-1}$ $Z_{F}^{T}\left(\partial \Sigma / \partial \delta_{j}\right) D-\left\{\partial \zeta(\delta) / \partial \delta_{j}\right\} Z_{F}\left(Z_{F}^{T} \Sigma^{-1} Z_{F}\right)^{-1} Z_{F}^{T} \Sigma^{-1}$. By condition (b), it can be seen that each element in $Z_{F}\left(Z_{F}^{T} \Sigma^{-1} Z_{F}\right)^{-1} Z_{F}^{T}$ is of order $n^{-1}$. Because $\Sigma$ is a block diagonal matrix with finite-dimensional blocks, all the elements in $Z_{F}\left(Z_{F}^{T} \Sigma^{-1} Z_{F}\right)^{-1} Z_{F}^{T} \Sigma^{-1}$ are of order $n^{-1}$, and $D$ is a matrix with all the off-diagonal elements at the order of $n^{-1}$. By condition (d), we know each element in $\zeta(\delta)$ is of order $o\left(n^{-1 / 2}\right)$. It then can be shown that each element in $h_{j}^{(0)}(\delta)$ are $o\left(n^{-1 / 2}\right)$. Then $\operatorname{tr}\left(h \Sigma h^{T} A^{-1}\right)=\operatorname{tr}\left(\nabla \zeta \Sigma \nabla \zeta^{T} A^{-1}\right)+o\left(n^{-1}\right)=$ $g_{3}(\delta)+o\left(n^{-1}\right)$, and combining (8) and (9), we obtain (7).

### 4.3. Estimation of the mean squared error

Because the approximated MSE (7) is a function of unknown parameters $\delta$, it is not computable. The seminal work of Prasad \& Rao (1990) showed that simply plugging in a consistent estimator $\widehat{\delta}$ in place of $\delta$ may produce an underestimated MSE. Therefore, in the following theorem, we state how to consistently estimate the MSE.

Theorem 2. Under conditions (a)-(d), the MSE MSE\{t $(\widehat{\delta})\}$ can be estimated by

$$
e M S E\{t(\widehat{\delta})\}=g_{1}(\widehat{\delta})+g_{2}(\widehat{\delta})+2 g_{3}(\widehat{\delta})+g_{4}(\widehat{\delta})
$$

and the bias of eMSE $\{t(\widehat{\delta})\}$ in estimating $\operatorname{MSE}\{t(\widehat{\delta})\}$ is a smaller order of $n^{-1}$, which means $E[e \operatorname{MSE}\{t(\widehat{\delta})\}]=\operatorname{MSE}\{t(\widehat{\delta})\}+o\left(n^{-1}\right)$.

Note that this approximation is based on the number of curves rather than the number of times points where the data were observed. This second-order correction often has a significant impact in real applications as shown in the work of Rao (2003).

Proof of theorem 2: Let $\widehat{\delta}$ be the REML estimate. From lemma 3 given in the Supporting Information, we know that $\widehat{\delta}-\delta=-A^{-1} a+o_{p}\left(n^{-1}\right)$. The Taylor series expansion of $g_{1}(\widehat{\delta})$ around $\delta$ gives

$$
\begin{equation*}
g_{1}(\widehat{\delta})=g_{1}(\delta)+(\widehat{\delta}-\delta)^{T} \nabla g_{1}(\delta)+\frac{1}{2} \operatorname{tr}\left\{(\widehat{\delta}-\delta)(\widehat{\delta}-\delta)^{T} H_{g_{1}}(\delta)\right\}+R\left(\delta^{*}\right) \tag{10}
\end{equation*}
$$

where $R\left(\delta^{*}\right)=0.5 \operatorname{tr}\left\{(\widehat{\delta}-\delta)(\widehat{\delta}-\delta)^{T} \Delta H_{g_{1}}\right\}, \Delta H_{g_{1}}=H_{g_{1}}\left(\delta^{*}\right)-H_{g_{1}}(\delta),\left\|\delta^{*}-\delta\right\| \leq$ $\|\widehat{\delta}-\delta\|$, and $H_{g_{1}}$ is the second derivative of $g_{1}$ with respect to $\delta$. We want to show that $R\left(\delta^{*}\right)$ is of order $o_{p}\left(n^{-1}\right)$. Let $\gamma^{T}(\delta)=\tilde{m}^{T} G W$. Then the $(i, j)$ th component of the second derivative of $g_{1}(\delta)$ is

$$
\begin{aligned}
H_{g_{1}}^{i j}= & \frac{\partial^{2} g_{1}(\delta)}{\partial \delta_{i} \partial \delta_{j}}=\tilde{m}^{T} \frac{\partial^{2} G}{\partial \delta_{i} \partial \delta_{j}} \tilde{m}-2 \frac{\partial^{2} \gamma^{T}(\delta)}{\partial \delta_{i} \partial \delta_{j}} \Sigma^{-1} \gamma(\delta)-2 \frac{\partial \gamma^{T}(\delta)}{\partial \delta_{i}} \Sigma^{-1} \frac{\partial \gamma(\delta)}{\partial \delta_{j}} \\
& +2 \frac{\partial \gamma^{T}(\delta)}{\partial \delta_{i}} \Sigma^{-1} \frac{\partial \Sigma}{\partial \delta_{j}} \Sigma^{-1} \gamma(\delta)+2 \frac{\partial \gamma^{T}(\delta)}{\partial \delta_{j}} \Sigma^{-1} \frac{\partial \Sigma}{\partial \delta_{i}} \Sigma^{-1} \gamma(\delta) \\
& -2 \gamma^{T}(\delta) \Sigma^{-1} \frac{\partial \Sigma}{\partial \delta_{j}} \Sigma^{-1} \frac{\partial \Sigma}{\partial \delta_{i}} \Sigma^{-1} \gamma(\delta)+\gamma^{T}(\delta) \Sigma^{-1} \frac{\partial^{2} \Sigma}{\partial \delta_{j} \partial \delta_{i}} \Sigma^{-1} \gamma(\delta):=K_{1}+\ldots+K_{7}
\end{aligned}
$$

Because $\widehat{\delta}-\delta=O_{p}\left(n^{-1 / 2}\right)$ and $\operatorname{tr}\left\{(\widehat{\delta}-\delta)(\widehat{\delta}-\delta)^{T} \Delta H_{g_{1}}\right\}=\sum_{i=1}^{s} \sum_{j=1}^{s}\left(\widehat{\delta}_{i}-\delta_{i}\right)\left(\widehat{\delta}_{j}-\right.$ $\left.\delta_{j}\right) \Delta H_{g_{1}}^{i j}$, where $\Delta H_{g_{1}}^{i j}$ is the $(i, j)$ th element of $\Delta H_{g_{1}}$, we want to show that $\left|\Delta H_{g_{1}}^{i j}\right| \leq$ $C\|\widehat{\delta}-\delta\|$. Let $K_{l}^{*}$ denote the corresponding $K_{l}$ evaluated at $\delta^{*}$. Then we know that $\left|\Delta H_{g_{1}}^{i j}\right| \leq$ $\sum_{l=1}^{7}\left|K_{l}^{*}-K_{l}\right|$. In the Supporting Information, we show that $\left|K_{l}^{*}-K_{l}\right| \leq C\left\|\delta^{*}-\delta\right\|$ for $l=1, \ldots, 7$. Therefore,

$$
\begin{aligned}
E\left[\operatorname{tr}\left\{(\widehat{\delta}-\delta)(\widehat{\delta}-\delta)^{T} \Delta H_{g_{1}}\right\}\right] & \leq \sum_{i=1}^{s} \sum_{j=1}^{s} E\left|\left(\widehat{\delta}_{i}-\delta_{i}\right)\left(\widehat{\delta}_{j}-\delta_{j}\right) \| \Delta H_{g_{1}}^{i j}\right| \\
& \leq C \sum_{i=1}^{s} \sum_{j=1}^{s} E\left|\left(\widehat{\delta}_{i}-\delta_{i}\right)\left(\widehat{\delta}_{j}-\delta_{j}\right)\right|\|\widehat{\delta}-\delta\|=o\left(n^{-1}\right)
\end{aligned}
$$

From (10), we have $E\left\{g_{1}(\widehat{\delta})\right\}=g_{1}(\delta)+(1 / 2) \operatorname{tr}\left\{\operatorname{var}(\widehat{\delta}) H_{g_{1}}(\delta)\right\}+o\left(n^{-1}\right)=g_{1}(\delta)-g_{3}(\delta)+$ $o\left(n^{-1}\right)$. Next, we would like to show that

$$
\begin{equation*}
E\left\{g_{2}(\widehat{\delta})\right\}=g_{2}(\delta)+o\left(n^{-1}\right) \tag{11}
\end{equation*}
$$

Again, by Taylor's expansion of $g_{2}(\widehat{\delta})$ around $\delta$, we have $g_{2}(\widehat{\delta})=g_{2}(\delta)+\left\{\partial g_{2}\left(\delta^{*}\right) / \partial \delta\right\}(\widehat{\delta}-\delta)$, where $\left\|\delta^{*}-\delta\right\| \leq\|\widehat{\delta}-\delta\|$. The first derivative of $g_{2}(\delta)$ is

$$
\begin{aligned}
\frac{\partial g_{2}(\delta)}{\partial \delta_{i}}= & 2\left\{\tilde{l}-Z_{F}^{T} \frac{\partial \zeta(\delta)}{\partial \delta}\right\}^{T}\left(Z_{F} \Sigma^{-1} Z_{F}\right)^{-1}\left\{\tilde{l}-Z_{F}^{T} \zeta(\delta)\right\} \\
& +\left\{\tilde{l}-Z_{F}^{T} \zeta(\delta)\right\}^{T}\left(Z_{F}^{\prime} \Sigma^{-1} Z_{F}\right)^{-1} Z_{F}^{T} \Sigma^{-1} \frac{\partial \Sigma}{\partial \delta_{i}} \Sigma^{-1} Z_{F}\left(Z_{F}^{T} \Sigma^{-1} Z_{F}\right)^{-1}\left\{\tilde{l}-Z_{F}^{T} \zeta(\delta)\right\}
\end{aligned}
$$

Because of $\left|\partial g_{2}(\delta) / \partial \delta_{i}\right|=o\left(n^{-1 / 2}\right)$ and $\left|\partial g_{2}\left(\delta^{*}\right) / \partial \delta_{i}-\partial g_{2}(\widehat{\delta}) / \partial \delta_{i}\right| \leq C\|\widehat{\delta}-\delta\|$, we have

$$
\left|E\left\{\frac{\partial g_{2}\left(\delta^{*}\right)}{\partial \delta}(\widehat{\delta}-\delta)\right\}\right| \leq \sum_{i=1}^{s}\left|\frac{\partial g_{2}(\delta)}{\partial \delta_{i}}\right| E\left|\widehat{\delta_{i}}-\delta_{i}\right|\{1+o(1)\}=o\left(n^{-1}\right) .
$$

Hence, we obtain (11). Next, consider $g_{3}(\delta)$. By the Taylor expansion, we have

$$
g_{3}(\widehat{\delta})=g_{3}(\delta)+\frac{\partial g_{3}\left(\delta^{*}\right)}{\partial \delta}(\widehat{\delta}-\delta),
$$

where $\left\|\delta^{*}-\delta\right\| \leq\|\widehat{\delta}-\delta\|$ and

$$
\begin{aligned}
\frac{\partial g_{3}(\delta)}{\partial \delta_{i}}= & -\operatorname{tr}\left\{\frac{\nabla \zeta(\delta)}{\delta_{i}} \Sigma \nabla \zeta(\delta)^{T} A^{-1}\right\}-\operatorname{tr}\left\{\nabla \zeta(\delta) \Sigma{\left.\frac{\nabla \zeta(\delta)^{T}}{\delta_{i}} A^{-1}\right\}}-\operatorname{tr}\left\{\nabla \zeta(\delta) \frac{\partial \Sigma}{\partial \delta_{i}} \nabla \zeta(\delta)^{T} A^{-1}\right\}+\operatorname{tr}\left\{\nabla \zeta(\delta) \Sigma \nabla \zeta(\delta)^{T} A^{-1} \frac{\partial A}{\partial \delta_{i}} A^{-1}\right\}\right.
\end{aligned}
$$

Because the derivation for each terms in $\partial g_{3}(\delta) / \partial \delta_{i}$ are similar, we only show the third term. Let $A^{l k}$ be the $(l, k)$ th component of $A^{-1}$. Then

$$
\begin{aligned}
\operatorname{tr}\left\{\nabla \zeta(\delta) \frac{\partial \Sigma}{\partial \delta_{i}} \nabla \zeta(\delta)^{T} A^{-1}\right\} & =\sum_{l=1}^{s} \sum_{k=1}^{s} \frac{\partial \zeta^{T}(\delta)}{\partial \delta_{k}} \frac{\partial \Sigma}{\partial \delta_{i}} \frac{\partial \zeta(\delta)}{\partial \delta_{l}} A^{l k} \\
& =\sum_{l=1}^{s} \sum_{k=1}^{s} \sum_{j=1}^{n} \frac{\partial \zeta_{j}^{T}(\delta)}{\partial \delta_{k}} \frac{\partial \Sigma_{j}}{\partial \delta_{i}} \frac{\partial \zeta_{j}(\delta)}{\partial \delta_{l}} A^{l k} .
\end{aligned}
$$

It can be shown that $\mid\left\{\partial \zeta_{j}^{T}\left(\delta^{*}\right) / \partial \delta_{k}\right\}\left\{\partial \Sigma_{j}^{*} / \partial \delta_{i}\right\}\left\{\partial \zeta_{j}\left(\delta^{*}\right) / \partial \delta_{l}\right\}-\left\{\partial \zeta_{j}^{T}(\delta) / \partial \delta_{k}\right\}\left\{\partial \Sigma_{j} / \partial \delta_{i}\right\}$ $\left\{\partial \zeta_{j}(\delta) / \partial \delta_{l}\right\} \mid \leq C\|\widehat{\delta}-\delta\|$ and $\left|A^{* l k}-A^{l k}\right| \leq C\|\widehat{\delta}-\delta\|$. Then $\mid \operatorname{tr}\left\{\nabla \zeta\left(\delta^{*}\right)\right.$ $\left.\left(\partial \Sigma^{*} / \partial \delta_{i}^{*}\right) \nabla \zeta(\delta)^{T} A^{*-1}\right\}\left|\leq\left|\operatorname{tr}\left(\nabla \zeta(\delta)\left(\partial \Sigma / \partial \delta_{i}\right) \nabla \zeta(\delta)^{T} A^{-1}\right)\right|(1+C\|\widehat{\delta}-\delta\|)\right.$. Similarly, the other terms in $\partial g_{3}\left(\delta^{*}\right) / \partial \delta_{i}$ can be shown to be bounded. Notice that $\partial g_{3}(\delta) / \partial \delta_{i}=o\left(n^{-1 / 2}\right)$. Hence, $\left|E\left[\left\{\partial g_{3}\left(\delta^{*}\right) / \partial \delta\right\}(\widehat{\delta}-\delta)\right]\right| \leq E\left[\left|\left\{\partial g_{3}(\delta) / \partial \delta_{i}\right\}(\widehat{\delta}-\delta)\right|\{1+o(1)\}\right]=o\left(n^{-1}\right)$. Therefore, $E\left\{g_{3}(\widehat{\delta})\right\}=g_{3}(\delta)+o\left(n^{-1}\right)$. The proof for $g_{4}(\widehat{\delta})$ is similar to that for $g_{2}$ and $g_{3}$ by noting that $\partial g_{4}(\delta) / \partial \delta_{i}=o\left(n^{-1 / 2}\right)$, and the details are given in the Supporting Information. Therefore, it can be shown that $E\left\{g_{4}(\widehat{\delta})\right\}=g_{4}(\delta)+o\left(n^{-1}\right)$, and hence, the proof follows.

## 5. Simulation study

In this section, we conduct a simulation study to illustrate the performance of our new method of estimation and compare it with some existing approaches.

Simulation design: We considered $n=32$ small areas, and on each area, we observed $m=16$ timescaled observations. The data were generated from three designs, and for all designs, the structure of the small area-specific errors remained the same. First, we simulated iid $X$ from $\operatorname{Normal}(0,1)$ distribution. Then, we generated responses based on the following three designs: design 1: $Y_{i}(t)=2+2 X_{i}(t)+U_{i 0}(t)+U_{i 1}(t) X_{i}(t)+\epsilon_{i}(t)$; design 2: $Y_{i}(t)=\beta_{0}(t)+\beta_{1}(t) X_{i}(t)+U_{i 0}(t)+U_{i 1}(t) X_{i}(t)+\epsilon_{i}(t)$, with $\beta_{0}(t)=2 \cos (2 \pi t / m)$, $\beta_{1}(t)=0.4$ for all $t$; and design 3: $Y_{i}(t)=\beta_{0}(t)+\beta_{1}(t) X_{i}(t)+U_{i 0}(t)+U_{i 1}(t) X_{i}(t)+\epsilon_{i}(t)$ with $\beta_{0}(t)=\beta_{1}(t)=2 \sin (1.5 \pi t / m)$. Here, the time variable $t$ takes on values $1, \ldots, m$. For all
three designs, we took $\left(U_{i 0}(1), \ldots, U_{i 0}(m)\right)^{T} \stackrel{i i d}{\sim} \operatorname{Normal}_{m}\left(0, \Sigma_{0}\right),\left(U_{i 1}(1), \ldots, U_{i 1}(m)\right)^{T} \stackrel{i i d}{\sim}$ $\operatorname{Normal}_{m}\left(0, \Sigma_{1}\right)$, with $\Sigma_{0}=\Sigma_{1}=\psi_{0} A_{m}(0.1)$, and the $(j, k)$ th element of $A_{m}(\rho)$ is defined as $\rho^{|j-k|}, j, k=1, \ldots, m$. Here, Normal $_{m}$ denotes an $m$-variate normal distribution. We set $\psi_{0}=0.1$ and took $\epsilon_{i}(t) \sim \operatorname{Normal}\left(0, \sqrt{0.025}^{2}\right), i=1, \ldots, 8, \epsilon_{i}(t) \sim \operatorname{Normal}\left(0, \sqrt{0.05}^{2}\right)$, $i=9, \ldots, 16, \epsilon_{i}(t) \sim \operatorname{Normal}\left(0, \sqrt{0.1}^{2}\right), i=17, \ldots, 24$ and $\epsilon_{i}(t) \sim \operatorname{Normal}\left(0, \sqrt{0.2}^{2}\right)$, $i=25, \ldots, 32$. Observe that we took four different error variances for four subsets of the small areas; in particular, the ratio $\operatorname{var}\left\{\epsilon_{i}(t)\right\} / \psi_{0}$ is a non-decreasing function of $i$. We want to point out the difference between the three designs. In design 1 , the coefficients are not varying; in design 2 , the intercept is a time-varying function, while the slope is a constant; and in design 3 , both the intercept and the slope are time varying. This simulation study will be referred to as scenario 1 .

Method of analyses: We analysed the simulated data using the proposed method referred to as method I, the following model referred to as method II (Rao \& Yu, 1994)
$\left\{\begin{array}{l}Y_{i}(t)=\gamma_{0}+\gamma_{1} X_{i}(t)+a_{i}+\alpha_{i}(t)+\epsilon_{i}(t), \\ a_{i} \sim \operatorname{Normal}\left(0, \sigma_{a}^{2}\right), \alpha_{i}(t)=\rho \alpha_{i}(t-1)+\zeta_{i}(t), \zeta_{i}(t) \stackrel{i i d}{\sim} \operatorname{Normal}\left(0, \sigma_{\zeta}^{2}\right),|\rho|<1, t=1, \ldots, m,\end{array}\right.$
and using the following linear mixed model referred to as method III (Datta et al., 2002)
$\left\{\begin{array}{l}Y_{i}(t)=\gamma_{0}+\gamma_{1} X_{i}(t)+a_{i}+\alpha_{i}(t)+\epsilon_{i}(t), \\ a_{i} \sim \operatorname{Normal}\left(0, \sigma_{a}^{2}\right), \alpha_{i}(t)=\alpha_{i}(t-1)+\zeta_{i}(t), \zeta_{i}(t) \stackrel{i i d}{\sim} \operatorname{Normal}\left(0, \sigma_{\zeta}^{2}\right), t=1, \ldots, m .\end{array}\right.$

Additionally, we also considered direct survey estimates, and that is referred to as method IV. In method I, and for all designs, we have used $(2,5,8,11,14)$ as the inner knot points for the B-splines. Also, in the simulation and in the real data analysis, we have used cubic $(d=3)$ B-splines as they are the lowest degree splines with added flexibility at the end points. The performance of these methods are judged via prediction and its accuracy. We considered prediction of $Y$ for four area indices $i=8,16,24,32$, selected from four different variance groups, and at time point $m=16$. Our results are based on $R=500$ replications. For the $i$ th area, let $\widehat{Y}_{i}^{r}(16)$ be predicted value for $\bar{Y}_{i}^{r}(16)$ at the $r$ th replication and the corresponding eMSE be denoted by $\operatorname{eMSE}_{i}^{r}(16)$, for $r=1, \ldots, 500$. We compare the performance of the methods based on the following statistics: absolute bias (AB), absolute relative bias (ARB), coefficient of variation (CV), MSE, estimated MSE (eMSE), relative bias of eMSE (RBeM) and 95 per cent coverage probability $(\mathrm{CP})$, where $\mathrm{AB}=$ $(1 / 500) \sum_{r=1}^{500}\left|\widehat{Y}_{i}^{r}(16)-\bar{Y}_{i}^{r}(16)\right|, \mathrm{ARB}=(1 / 500) \sum_{r=1}^{500}\left|\left\{\widehat{Y}_{i}^{r}(16)-\bar{Y}_{i}^{r}(16)\right\} / \bar{Y}_{i}^{r}(16)\right|$, $\mathrm{CV}=(1 / 500) \sum_{r=1}^{500} \sqrt{\mathrm{eMSE}_{i}^{r}(16)} / \widehat{Y}_{i}^{r}(16), \mathrm{MSE}=(1 / 500) \sum_{r=1}^{500}\left(\widehat{Y}_{i}^{r}(16)-\bar{Y}_{i}^{r}(16)\right)^{2}$, $\mathrm{RBeM}=\left\{(1 / 500) \sum_{r=1}^{500} \mathrm{eMSE}_{i}^{r}(16)-\mathrm{MSE}\right\} / \mathrm{MSE}, \mathrm{CP}=(1 / 500) \sum_{r=1}^{500} I\left\{\bar{Y}_{i}^{r}(16) \in \widehat{Y}_{i}^{r}\right.$ (16) $\left.\pm 1.96 \sqrt{\mathrm{eMSE}_{i}^{r}(16)}\right\}$, where $I$ denotes the indicator function. Additionally, each table contains MSE2 $=\left\{g_{1}(\delta)+g_{2}(\delta)\right\}_{\delta=\widehat{\delta}}$, to show the underestimation of uncertainty when $\delta$ is unknown and is estimated from the data. Additionally, for assessing efficiency, in the tables, we provide ratio of the MSE to the MSE of method I. Although Rao \& Yu (1994) proposed a separate approach for estimating their variance components, in our simulations, we used the same Restricted maximum likelihood (REML) approach for estimating variance components for all three methods for a fair comparison. For method IV, $Y_{i}^{r}(16)$ was the direct survey estimator for $\bar{Y}_{i}^{r}(16)$, for $r=1, \ldots, 500$, and $\operatorname{var}\left\{\epsilon_{i}(16)\right\}$ was used as the corresponding eMSE. Here, $Y_{i}^{r}(16)$ denotes the observed data $Y_{i}(16)$ in the $r$ th replication.
Table 1. Results of the simulation scenario 1 where $\operatorname{cov}\left\{U_{i 0}\left(t_{1}, \ldots, t_{m}\right)\right\}=\operatorname{cov}\left\{U_{i 1}\left(t_{1}, \ldots, t_{m}\right)\right\}=0.1 A_{m}(0.1)$

| $\sigma^{2} / \psi_{0}$ |  | AB | ARB | CV | MS | eMS | RBe | CP | MS2 | Eff | AB | ARB | CV | MS | eMS | RBe | CP | MS2 | Eff | AB | ARB | CV | MS | eMS | RBe | CP | MS2 | Eff |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Design 1$\begin{gathered} \beta_{0}(t)=2 \text { and } \\ \beta_{1}(t)=2 \end{gathered}$ |  |  |  |  |  |  |  |  | Design 2$\begin{gathered} \beta_{0}(t)=2 \cos \{2 \pi(t / m)\} \text { and } \\ \beta_{1}(t)=0.4 \end{gathered}$ |  |  |  |  |  |  |  |  | Design 3$\begin{gathered} \beta_{0}(t)=\beta_{1}(t) \\ =2 \sin (1.5 \pi t / m) \end{gathered}$ |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0.25 | I | 1.0 | 0.5 | 0.7 | 0.2 | 0.2 | -0.3 | 9.5 | 0.2 | 10 | 1.0 | 0.5 | 0.9 | 0.2 | 0.2 | -0.2 | 9.5 | 0.2 | 10 | 1.0 | 0.5 | 0.1 | 0.2 | 0.2 | 0.8 | 9.5 | 0.2 | 10 |
| 0.5 |  | 1.5 | 0.7 | 0.1 | 0.4 | 0.4 | -0.8 | 9.4 | 0.4 | 10 | 1.5 | 0.7 | 1.2 | 0.4 | 0.4 | -0.5 | 9.4 | 0.4 | 10 | 1.4 | 0.6 | -1.2 | 0.4 | 0.5 | 1.0 | 9.6 | 0.4 | 10 |
| 1 | II | 1.6 | 0.8 | -0.1 | 0.6 | 0.6 | -0.1 | 9.5 | 0.6 | 10 | 1.7 | 0.8 | 1.5 | 0.7 | 0.7 | 0.2 | 9.5 | 0.6 | 10 | 1.7 | 0.8 | -1.7 | 0.7 | 0.8 | 2.1 | 9.6 | 0.7 | 10 |
| 2 |  | 2.0 | 1.0 | 1.9 | 0.9 | 0.9 | -0.0 | 9.4 | 0.9 | 10 | 2.1 | 1.0 | 1.8 | 1.0 | 1.0 | 0.9 | 9.6 | 1.0 | 10 | 2.1 | 1.0 | 0.6 | 1.0 | 1.2 | 1.9 | 9.7 | 1.0 | 10 |
| 0.25 |  | 0.9 | 0.5 | 0.7 | 0.2 | 0.2 | 2.2 | 9.7 | 0.2 | 8.2 | 1.0 | 0.6 | 0.8 | 0.2 | 0.2 | 1.4 | 9.7 | 0.2 | 9.6 | 1.0 | 0.5 | -0.7 | 0.2 | 0.3 | 1.5 | 9.6 | 0.3 | 9.1 |
| 0.5 |  | 1.3 | 0.4 | 0.6 | 0.4 | 0.4 | 1.0 | 9.7 | 0.4 | 9.5 | 1.5 | 0.8 | 1.0 | 0.5 | 0.5 | -0.2 | 9.6 | 0.5 | 11.4 | 1.5 | 0.5 | -0.6 | 0.5 | 0.5 | 0.1 | 9.6 | 0.5 | 11.2 |
| 1 |  | 1.8 | 3.4 | 5.6 | 0.6 | 0.7 | 0.4 | 9.6 | 0.7 | 10.2 | 2.2 | 1.5 | 2.0 | 1.0 | 0.9 | -0.5 | 9.3 | 0.9 | 15.1 | 2.1 | 4.0 | -4.3 | 1.0 | 1.0 | -0.2 | 9.5 | 1.0 | 15.0 |
| 2 | III | 2.3 | 0.6 | 0.7 | 1.3 | 1.0 | -2.3 | 9.2 | 1.0 | 14.2 | 3.2 | 1.5 | 1.9 | 2.2 | 1.7 | -2.0 | 9.3 | 1.7 | 22.7 | 2.9 | 0.8 | -0.9 | 2.1 | 1.9 | -1.2 | 9.3 | 1.9 | 21.6 |
| 0.25 |  | 1.0 | 0.4 | 0.7 | 0.2 | 0.2 | 0.7 | 9.6 | 0.2 | 10.5 | 1.0 | 0.5 | 0.8 | 0.2 | 0.2 | 1.5 | 9.6 | 0.2 | 9.6 | 1.0 | 0.5 | -0.7 | 0.2 | 0.2 | 1.4 | 9.6 | 0.2 | 9.6 |
| 0.5 |  | 1.4 | 0.4 | 0.6 | 0.4 | 0.4 | 0.5 | 9.6 | 0.4 | 10.8 | 1.5 | 0.7 | 1.0 | 0.5 | 0.5 | 0.5 | 9.6 | 0.5 | 10.7 | 1.6 | 0.5 | -0.6 | 0.5 | 0.5 | -0.2 | 9.5 | 0.5 | 11.2 |
| 1 | IV | 2.1 | 4.4 | 6.7 | 0.9 | 0.8 | -1.0 | 9.4 | 0.8 | 13.5 | 2.0 | 1.3 | 2.0 | 0.9 | 0.9 | -0.1 | 9.5 | 0.9 | 13.7 | 2.1 | 4.6 | -7.5 | 1.1 | 1.0 | -0.9 | 9.3 | 1.0 | 16.2 |
| 2 |  | 2.6 | 0.7 | 0.8 | 1.6 | 1.3 | -1.8 | 9.2 | 1.3 | 17.1 | 2.8 | 1.1 | 1.7 | 1.8 | 1.6 | -0.8 | 9.3 | 1.6 | 18.6 | 3.0 | 0.8 | -0.9 | 2.1 | 1.9 | -1.0 | 9.5 | 1.9 | 21.4 |
| 0.25 |  | 1.2 | 0.5 | 0.7 | 0.2 | 0.3 | 1.4 | 9.6 |  | 10.0 | 1.1 | 0.6 | 0.8 | 0.2 | 0.3 | 1.4 | 9.6 |  | 10.0 | 1.2 | 0.5 | -0.7 | 0.2 | 0.3 | 1.4 | 9.6 |  | 9.6 |
| 0.51 |  | 1.8 | 0.5 | 0.6 | 0.5 | 0.5 | 0.2 | 9.6 |  | 12.9 | 1.8 | 0.8 | 1.0 | 0.5 | 0.5 | 0.2 | 9.6 |  | 11.7 | 1.8 | 0.5 | -0.6 | 0.5 | 0.5 | 0.2 | 9.6 |  | 11.4 |
|  |  |  | 2.5 | 4.5 | 4.6 | 1.0 | 1.0 | -0.3 | 9.5 |  | 16.4 | 2.5 | 1.3 | 2.0 | 1.0 | 1.0 | -0.3 | 9.5 |  | 15.9 | 2.5 | 4.5 | -4.6 | 1.0 | 1.0 | -0.3 | 9.5 |  | 15.6 |
| 2 |  | 3.7 | 0.8 | 1.0 | 2.3 | 2.0 | -1.2 | 9.3 |  | 24.4 | 3.7 | 1.6 | 1.9 | 2.3 | 2.0 | -1.2 | 9.3 |  | 23.9 | 3.7 | 0.6 | -0.9 | 2.3 | 2.0 | -1.2 | 9.3 |  | 22.9 |

[^0]To implement the proposed method both in the simulation and in the real data analysis, we have used R statistical software. In particular, the computation involves two steps, estimation and MSE estimation. The key step of estimation is the estimation of the variance components using an optimization routine. Once they are estimated, the other components are estimated using (4). Next, for the MSE estimation, we write code for calculating $g_{1}(\widehat{\delta}), g_{2}(\widehat{\delta}), g_{3}(\widehat{\delta})$ and $g_{4}(\widehat{\delta})$.

Results: Results given in Table 1 show that for designs 2 and 3 where at least one of the two coefficients vary over time, the proposed method (I) generally outperforms the other two approaches in terms of bias and MSE especially when $\operatorname{var}\left\{\epsilon_{i}(t)\right\} / \psi_{0} \geq 1$. The maximum ARB of point estimates for the proposed method is 13 per cent, whereas this is 33 per cent for method II and 41 per cent for method III. While the maximum CV is 27 per cent for our method, this is 43 per cent and 74 per cent for methods II and III. The maximum MSE for our method is 6 per cent, while this is 21 per cent for both the methods II and III. The gain is more prominent when $\operatorname{var}\left\{\epsilon_{i}(t)\right\} / \psi_{0}$ is large, meaning that the small area models are more effective. On the other hand, for design 1 , method I is at least as good as the other two methods in terms of all the statistics. Compared with methods I-III, usually method IV has larger bias and MSE. This result is expected and is confirming the effectiveness of functional approach over existing linear model-based approaches, and the direct survey estimators. Also, when $\operatorname{var}\left\{\epsilon_{i}(t)\right\} / \psi_{0}=0.25$, there is a very high correlation between the model-based estimator and the direct estimator, and that correlation decreases with $\operatorname{var}\left\{\epsilon_{i}(t)\right\} / \psi_{0}$. Furthermore, the results indicate the performance of eMSE is very satisfactory in terms of relative bias of this estimator and the coverage probability. Also, a close comparison between MSE2 and eMSE reveals that failure to consider $g_{3}(\delta)$ and $g_{4}(\delta)$ in the MSE estimation results in underestimation of the uncertainty in some cases.

To study the robustness of the proposed method towards a different variance structure of $U_{i 0}$ and $U_{i 1}$, we simulated data using $\Sigma_{0}=\Sigma_{1}=0.2 J_{m}+0.1 A_{m}(0.1)$, while the rest of the design remain unchanged, and we shall refer it to as scenario 2 . Here, $J_{m}$ denotes an $m \times$ $m$ matrix with all entries are one. This was the variance structure of Rao \& Yu (1994), and this variance-covariance structure was different from the assumed structure in the proposed method of analysis. The results presented in Table 2 show the supremacy of method I over the other approaches for larger values of $\operatorname{var}\left\{\epsilon_{i}(t)\right\} / \psi_{0}$ even when the model assumption regarding the variances of $U_{i 0}$ and $U_{i 1}$ is violated.
The simulation results clearly establish the effectiveness of the proposed method for small area estimation when both cross-sectional and times series data are available.

## 6. Analysis of unemployment data

For the purpose of illustration of the proposed method, we present a secondary data analysis of the unemployment data. Unemployment rate analysis is currently a topic of interest for policymaking. Monthly or quarterly unemployment data are often used for various socioeconomic benefits. From the Bureau of Labor Statistics website http://www.bls.gov/lau/, we obtained monthly unemployment rate for 51 states including Hawaii, and Washington DC, and excluding Puerto Rico from January 2001 to December 2011. We considered logarithm of unemployment rate as the response variable. Then we transformed the data to quarterly data by taking average of 3 -month log-transformed unemployment rates and consequently calculated the standard errors based on 3-month data. Because the proposed method was developed under the assumption that the area-level error variance $\Omega_{i}$ is known, the quarterly average will be taken as the small area-specific estimate, and the corresponding standard error will be considered as variance of $\epsilon_{i}(t)$. By $Y_{i}\left(t_{j}\right)$ we denote the transformed
Table 2. Results of the simulation scenario 2 where $\operatorname{cov}\left\{U_{i 0}\left(t_{1}, \ldots, t_{m}\right)\right\}=\operatorname{cov}\left\{U_{i 1}\left(t_{1}, \ldots, t_{m}\right)\right\}=0.2 J+0.1 A_{m}(0.1)$

|  |  | AB | ARB | CV | MS | eMS | RBe | CP | MS2 | Eff | AB | ARB | CV | MS | eMS | RBe | CP | MS2 | Eff | AB | ARB | CV | MS | eMS | RBe | CP | MS2 | Eff |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\sigma^{2} / \psi_{0}$ |  | Design 1$\begin{aligned} & \beta_{0}(t)=2, \\ & \beta_{1}(t)=2 \end{aligned}$ |  |  |  |  |  |  |  |  | Design 2$\begin{aligned} \beta_{0}(t)= & 2 \cos \{2 \pi(t / m)\} \text { and } \\ & \beta_{1}(t)=0.4 \end{aligned}$ |  |  |  |  |  |  |  |  | Design 3$\begin{gathered} \beta_{0}(t)=\beta_{1}(t) \\ =2 \sin (1.5 \pi t / m) \end{gathered}$ |  |  |  |  |  |  |  |  |
| 0.25 | I | 1.1 | 0.5 | -3.2 | 0.3 | 0.2 | -0.8 | 9.3 | 0.2 | 10 | 1.1 | 0.6 | 1.1 | 0.2 | 0.2 | -1.4 | 9.3 | 0.2 | 10 | 1.1 | 0.5 | -0.6 | 0.3 | 0.3 | 0.1 | 9.4 | 0.2 | 10 |
| 0.5 |  | 1.5 | 0.7 | 0.9 | 0.5 | 0.4 | -1.2 | 9.5 | 0.4 | 10 | 1.6 | 0.8 | 1.2 | 0.5 | 0.4 | -1.6 | 9.3 | 0.4 | 10 | 1.5 | 0.7 | -1.3 | 0.5 | 0.5 | -0.0 | 9.4 | 0.4 | 10 |
| 1 |  | 1.9 | 0.9 | 2.8 | 0.8 | 0.8 | -0.9 | 9.4 | 0.7 | 10 | 2.0 | 1.0 | 2.5 | 0.9 | 0.8 | -1.3 | 9.3 | 0.7 | 10 | 2.0 | 0.9 | -1.6 | 0.9 | 1.0 | 1.4 | 9.4 | 0.7 | 10 |
| 2 |  | 2.4 | 1.3 | -7.1 | 1.4 | 1.2 | -1.2 | 9.2 | 1.1 | 10 | 2.5 | 1.2 | 2.5 | 1.5 | 1.3 | -1.3 | 9.3 | 1.1 | 10 | 2.7 | 1.3 | 0.1 | 1.6 | 1.4 | -1.3 | 9.3 | 1.1 | 10 |
| 0.25 | II | 1.0 | 0.5 | 0.7 | 0.2 | 0.2 | 2.0 | 9.6 | 0.2 | 7.6 | 1.0 | 0.6 | 0.8 | 0.2 | 0.2 | 1.4 | 9.7 | 0.2 | 9.6 | 1.0 | 0.5 | -0.7 | 0.2 | 0.2 | 1.5 | 9.6 | 0.2 | 8.5 |
| 0.5 |  | 1.4 | 0.5 | 0.6 | 0.5 | 0.4 | -0.2 | 9.6 | 0.4 | 9.4 | 1.5 | 0.8 | 1.1 | 0.5 | 0.5 | -0.2 | 9.5 | 0.5 | 9.4 | 1.6 | 0.5 | -0.6 | 0.5 | 0.5 | 0.1 | 9.6 | 0.5 | 9.2 |
| 1 |  | 1.9 | 3.4 | 3.8 | 0.8 | 0.8 | 0.4 | 9.5 | 0.8 | 9.4 | 2.0 | 2.2 | 2.5 | 1.0 | 0.9 | -0.4 | 9.4 | 0.9 | 11.1 | 2.1 | 3.3 | 1.3 | 1.0 | 1.0 | -0.2 | 9.5 | 1.0 | 11.1 |
| 2 |  | 2.7 | 0.7 | 0.8 | 1.7 | 1.4 | -2.1 | 9.2 | 1.4 | 12.5 | 3.2 | 2.0 | 2.3 | 2.2 | 1.8 | -1.8 | 9.3 | 1.8 | 14.7 | 2.9 | 0.8 | -1.0 | 2.2 | 1.9 | -1.2 | 9.3 | 1.9 | 13.5 |
| 0.25 | III | 1.0 | 0.4 | 0.7 | 0.2 | 0.2 | 1.2 | 9.6 | 0.2 | 8.8 | 1.0 | 0.5 | 0.8 | 0.2 | 0.2 | 1.4 | 9.6 | 0.2 | 9.1 | 1.0 | 0.5 | -0.7 | 0.2 | 0.3 | 1.4 | 9.6 | 0.2 | 8.5 |
| 0.5 |  | 1.5 | 0.4 | 0.6 | 0.5 | 0.5 | 0.3 | 9.6 | 0.5 | 9.4 | 1.5 | 0.7 | 1.1 | 0.5 | 0.5 | 0.3 | 9.6 | 0.5 | 8.9 | 1.6 | 0.5 | -0.6 | 0.5 | 0.5 | 0.3 | 9.5 | 0.5 | 9.3 |
| 1 |  | 2.1 | 4.1 | 13.3 | 1.0 | 0.9 | -1.2 | 9.4 | 0.9 | 12.1 | 2.0 | 1.4 | 5.2 | 1.0 | 0.9 | -0.5 | 9.4 | 0.9 | 10.9 | 2.2 | 3.5 | 1.1 | 1.1 | 1.0 | -0.8 | 9.4 | 1.0 | 11.9 |
| 2 |  | 2.7 | 0.6 | 0.9 | 1.7 | 1.6 | -0.6 | 9.4 | 1.6 | 12.2 | 2.8 | 1.2 | 2.6 | 1.8 | 1.7 | -0.6 | 9.3 | 1.7 | 12.3 | 3.0 | 0.8 | -0.9 | 2.1 | 1.9 | -1.0 | 9.4 | 1.9 | 13.4 |
| 0.25 | IV | 1.2 | 0.5 | 0.7 | 0.2 | 0.3 | 1.9 | 9.6 |  | 8.4 | 1.2 | 0.6 | 0.8 | 0.2 | 0.3 | 1.4 | 9.6 |  | 9.6 | 1.2 | 0.5 | -0.7 | 0.2 | 0.3 | 1.4 | 9.6 |  | 8.5 |
| 0.5 |  | 1.8 | 0.5 | 0.6 | 0.5 | 0.5 | 0.2 | 9.6 |  | 10.2 | 1.8 | 0.8 | 1.1 | 0.5 | 0.5 | 0.2 | 9.6 |  | 9.4 | 1.8 | 0.5 | -0.6 | 0.5 | 0.5 | 0.2 | 9.6 |  | 9.6 |
| 1 |  | 2.5 | 3.7 | 3.4 | 1.0 | 1.0 | -0.3 | 9.5 |  | 12.7 | 2.5 | 1.4 | 1.9 | 1.0 | 1.0 | -0.3 | 9.5 |  | 11.8 | 2.5 | 3.4 | -3.2 | 1.0 | 1.0 | -0.3 | 9.5 |  | 11.7 |
| 2 |  | 3.7 | 0.8 | 1.1 | 2.3 | 2.0 | -1.2 | 9.3 |  | 16.5 | 3.7 | 2.2 | -8.2 | 2.3 | 2.0 | $-1.2$ | 9.3 |  | 15.3 | 3.7 | 0.8 | $-1.0$ | 2.3 | 2.0 | -1.2 | 9.3 |  | 14.3 |

Here, methods I, II, III and IV refer to the proposed method, the approach proposed by Rao \& Yu (1994), the approach proposed by Datta, Lahiri \& Maiti (2002) and the direct survey estimates, respectively. Here, $\mathrm{AB}=$ absolute bias, $\mathrm{ARB}=$ absolute relative bias, $\mathrm{CV}=$ coefficient of variation, $\mathrm{MS}=$ mean squared error, eMS $=$ estimated MS , $\mathrm{RBe}=$ relative bias of eMS, $\mathrm{CP}=$ Wald-type 95 per cent coverage probability, MS2 $=[\operatorname{MSE}\{t(\delta)\}]_{\delta=\hat{\delta}}=[\operatorname{MS}\{t(\delta)\}]_{\delta=\widehat{\delta}}$ and Eff denotes the ratio of the MS of a method to the corresponding MS of method I. All entries of the table are multiplied by 10.
unemployment rate for the $i$ th state and for the $j$ th quarter, $j=1, \ldots, 44$, and $i=1, \ldots, 51$. We do not have any covariate in the data. For method I, we fit $Y_{i}\left(t_{j}\right)=\beta_{i 0}\left(t_{j}\right)+\epsilon_{i}\left(t_{j}\right)$, $\beta_{i 0}\left(t_{j}\right)=\beta_{0}\left(t_{j}\right)+U_{0 i}$, and $\beta_{0}\left(t_{j}\right)$ is semiparametrically modelled via cubic B-splines with equidistant knots $(4,9,14,19,24,29,34,39)$. This data set is also analysed by method II (Rao \& Yu, 1994) and method III (Datta et al., 2002). Note that in the last two methods, the fixed effect component is only the intercept that is assumed to be constant over time. In particular, we fit $Y_{i}\left(t_{j}\right)=\gamma+a_{i}+\alpha_{i t_{j}}+\epsilon_{i}\left(t_{j}\right)$, where $\alpha_{i t_{j}}=\rho \alpha_{i t_{j-1}}+\zeta_{i t_{j}},|\rho|<1, a_{i} \sim \operatorname{Normal}\left(0, \sigma_{a}^{2}\right)$ and $\zeta_{i t_{j}} \sim \operatorname{Normal}\left(0, \sigma_{\zeta}^{2}\right)$ for method II, and $Y_{i}\left(t_{j}\right)=\gamma+a_{i}+\alpha_{i t_{j}}+\epsilon_{i}\left(t_{j}\right), \alpha_{i t_{j}}=\alpha_{i t_{j-1}}+\zeta_{i t_{j}}$, $a_{i} \sim \operatorname{Normal}\left(0, \sigma_{a}^{2}\right)$ and $\zeta_{i t_{j}} \sim \operatorname{Normal}\left(0, \sigma_{\zeta}^{2}\right)$ for method III.

The results of the proposed method are insensitive to the choice of the knot locations as long as they are large in number and cover the entire spectrum of the timescale. Because of a very small sampling variability (i.e., small $\operatorname{var}\left\{\epsilon_{i}(t)\right\}$ ), we were not able to see any appreciable


Fig. 1. Top left panel shows the quarterly unemployment rate for the period from 2001 to 2011 for 51 states. The top right, bottom left and bottom right panels show residual plots due to methods I, II and III, respectively.
difference among the methods in terms of the point prediction and prediction interval. Figure 1 shows the residual plots $\left(Y-Z_{F} \widehat{b}_{F}\right)$, and the corresponding quantile plots given in Fig. 2 indicate that method I has a somewhat better fit to the data among the methods. Also, the left panel of Fig. 3 compares the eMSEs for the methods. To illustrate the effectiveness of our approach, we artificially increased the sampling variability by multiplying the actual sampling variability by 3 and then re-analysed the data. The corresponding eMSEs are given in the right panel of Fig. 3. These comparisons are consistent with the simulation results that the superiority of our method is evident when the sampling variability becomes large.

A striking feature of this data is non-linear time trend in unemployment rates. While the proposed method captures this well, the linear models fail to incorporate this. We further investigated the usefulness of functional approach for this application. Thus, we are interested to


Fig. 2. Plot of quantiles of the re-scaled residuals against the theoretical quantiles of the standard normal distribution.


Fig. 3. Boxplot of the estimated mean squared errors for the four methods. The left and right panels correspond to the original sampling variance and the artificially increased sampling variance, respectively.
check if $\beta_{0}(t)$ is constant across all $t$. If $\beta_{0}(t)=\sum_{l=1}^{L} B_{l, d}(t) b_{0 l}$ is a constant function, then $b_{0 l}$ are all equal as $\sum_{l=1}^{L} B_{l, d}(t)=1$. Here, for eight inner knot points along with $d=3$ makes $L=12$. Now, we can write $\widehat{b}_{0}=V\left(\widehat{b}_{R 0}^{T}, \widehat{b}_{F 0}^{T}\right)^{T}=V \Gamma(\widehat{\delta}) Y$, where

$$
\Gamma(\delta)=\left[\begin{array}{c}
\operatorname{cov}\left(b_{R}\right) Z_{R} \Sigma^{-1}\left\{I-Z_{F}\left(Z_{F}^{T} \Sigma^{-1} Z_{F}\right)^{-1} Z_{F}^{T} \Sigma^{-1}\right\} \\
\left(Z_{F}^{T} \Sigma^{-1} Z_{F}\right)^{-1} Z_{F}^{T} \Sigma^{-1}
\end{array}\right]
$$

For testing equality of all components of $b_{0}$, we test $H_{0}: C b_{0}=0$, where $C$ is a $11 \times 12$ matrix and $C_{i, 1}=1$ and $C_{i,(i+1)}=-1$ for all $i=1, \ldots, 11$ and 0 otherwise. We use $\widehat{b}_{0}^{T} C^{T}\left\{C V \Gamma(\widehat{\delta}) \Sigma(\widehat{\delta}) \Gamma^{T}(\widehat{\delta}) V^{T} C^{T}\right\}^{-1} C \widehat{b}_{0}$ as our test statistic. Note that we expect a large value of the test statistic when the null hypothesis is violated. Under the null hypothesis, the model is $Y_{i}\left(t_{j}\right)=\beta_{i 0}\left(t_{j}\right)+\epsilon_{i}\left(t_{j}\right)$ with $\beta_{i 0}\left(t_{j}\right)=\alpha_{0}+U_{0 i}$, and the model for $U_{0 i}$ remains the same as model I. We have applied a parametric bootstrap approach to compute the $p$-value of our test. The test statistic was 141.31 , and the $p$-value was smaller than 0.001 , indicating a strong evidence against the null hypothesis.

## 7. Concluding remarks

Functional approach has been explored in many areas of statistics in recent years. This article develops functional regression theory and methodology in the context of small area estimation. The dimension reduction in this functional approach has been performed in such a way that the method can be used by the people familiar with small area estimation techniques without having theoretical training of functional analysis. The necessary theory has been developed to support the methodology. This advances the theory of functional mixed models.

The numerical findings support the effectiveness of our functional approach over traditional linear regression-based approach. There is a clear advantage in case of functional data and almost no loss in the case of linear regression. The computational time is minimal. The computer code is based on several in-built routines in $R$, and it is available from the authors upon request.

Although the estimation procedure was introduced for a balanced designed data set without missing time points, it can be applied to data with missing time points without much of a difficulty. Theoretical and numerical quantification of efficiency loss due to missing data is an interesting problem that can be pursued in a future project. Although the proposed method is developed solely for aggregated data, the techniques can be applied to deal with unit-level data where the sampling variability need not be known.
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[^0]:    Here, methods I, II, III and IV refer to the proposed method, the approach proposed by Rao \& Yu (1994), the approach proposed by Datta, Lahiri \& Maiti (2002) and the direct survey estimates, respectively. Here, $\mathrm{AB}=$ absolute bias, $\mathrm{ARB}=$ absolute relative bias, $\mathrm{CV}=$ coefficient of variation, $\mathrm{MS}=$ mean squared error, eMS $=$ estimated MS , $\mathrm{RBe}=$ relative bias of eMS, $\mathrm{CP}=$ Wald-type 95 per cent coverage probability, $\operatorname{MS} 2=[\operatorname{MSE}\{t(\delta)\}]_{\delta=\widehat{\delta}}=[\operatorname{MS}\{t(\delta)\}]_{\delta=\hat{\delta}}$ and Eff denotes the ratio of the MS of a method to the corresponding MS of method I. All entries of the table are multiplied by 10 .

